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1. Introduction. Let Xl, }z,.;., xn be identically and
independently distributed randonm varfables (i.i.d.r.v.) with
distribution function F; we discuss the composite goodness-of-fit
test giveq by the test of‘No: F e F. versus the alternative |
Ha: F ¢ F - F.. where F is some large class of distributions an&
F. ifs a paramétric family to be tested. For example, F. may be
the family of exponential distributions and F the family of

continous distributions,

Many test procedures are based on characterizing properties

of the family F_, taking the form: a statistic LI S X3 i=°)

has distribution Q, where Q is a unique distribution function, if

and only if F E*fo; the statfstéc T and the distribution Q nay be
univariate or multivariate., An example is a transformation from
Xj..... Xn to 2 statistic T = (zl....zm), {m < n)? where the
statistics Zi are uniforms j.e. i [ d with the uniform distribution
between 0 and 1, which we shall write u(0,1), or where Zi are ordere
uniforms, i.e. distributed like a random sample from U(0,1) which
has then been placed in ascending order. Examples of these
transformations are the Conditional Probability Integral Tranformat
(CPIT) discussed in O'Reilly and Quesenberry (1973) and in Rincon
Gallardo, Quesenberry and 0'Reilly (1979) which give -uniforms and
the J and K transformations in Seshadri, Cs6rgd and Stéphens (1969)
which transform exponential random variables to a sample of ordered

uniforms. For other examples of characterizations sece Prohorov (1




aﬁd Seshadriand Csérgd (1969). 1In particular, the final step in
the test of Ho is usually to calculate a test statistic

T’ based on the values of T, and compare Tl with its distribution
under Ho. The "if" part of the characterization above gives what
is usually referred to as the distribution-free property of T.

If the Yonly if" part fails, meaning that it might have distribution
Q for some F* € F -Fo, if then follows that a test of Ho based on T
will ﬁave power equal to the significance level « for detecting the

o
alternative F . For a good test therefore, 2 characterization is

needed.

Invariant Characterizations. Even when a characterization of F

forms the basis of a test, the values in T, and the value of T

-t

calculated from T, may depend on the order in which the orioinal

x; are indexed. When this is not the case we say that the charac

‘terization is invariant; then all statisticians following the test

procedure will obtain the same value of the test statistic, and in

general this has an intuitive appeal.

In this paper we concentrate on the problem of testing
for the exponential distribution; Fo‘is the family with members
F (x) =1 - exp (-x/0) , x>0 , with @> 0 unknown. Two
important characterization procedures studied by Seshadri Csdrgo

and Stcphens (1969), called J and K tronsformations, are based on

characterizations; J is not invariant, but K is, and these authors

i 4
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show that K is supcrior in terms of power. Thus, more
support is given to use invariant characterization procedures, at

least for the exponential case.

It therefore seems worthwhile to develop a systematic approach
which gives an invariant characterization. This is:done in section
3 by means of the CPIT. The details are worked out for the
exponential test, and it is shown that the subsequent characterization
is connected with K while the usual CPIT is connected with J.
We investigate these procedures, and a variant of K , by means of
power studies. They extend and support the results of Seshadri,
Csdrgd and Stephens (1969). Thus a good approach to providing
structure in goodness-of-fit procedures seems to be the search for
invariant characterizations. Unfortunately, the general application
of the invariant CPIT will be difficult computationally, and we

concliude the paper with some comments on these problems.

2. Transformations involvina characterization. Throughout the

paper, we employ the follow(ng notation. The r.v. Xl, xz,...,xn
will denote an unordered exponential sample whereas X(l), x(z).

PPN x( ) will denote the corresponding sample, ordered in ascending
e e n
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sample and 2()),...,Z(nJ will stand for the corresponding ordered
samp{é. >When necessary, Xj, x:,...,x: and ?i, Z:,-..,Z: will also
denote unordered exponential and y(0,1) samples respectively.

The foilowing transformations which are characterizations
in a2 sense specified in each case, are well known and can be traced
in several ﬁlaces in the literature. See for example, Sukhatne
(1973), Galambos (1975), Ahsanullah (1978) and Stephens (1278).

The J and K transfromations are those used by Seshadri , Csorgd and

Stephens (1969). We give the transformations in symbolic form

where the meaning is obvious.

The J transformation. This transforms n random exponentials

into "~ 1 ordered uniforms.

(x:’xz""’xﬁ) N (Z(l)’z(z)’°"’z(n'1))

J X n
with zma(z il /1 (= X;) o, J=t,...n-1

P=J i=1

The 1.1.d. nonnegative r.v. x‘,xz....,xn with positive mean are
exponentially distributed {f and only if Z(,)’z(zi""’z(n—l)

are distributed as an ordered sample of size (n-1) from U({0,1).

The ¥ transformation.~ (Sukhatme, 1937).This changes an ordered

exponential sample into a unordered exponcntial sample with new

values.




-4
XX gayee X (m)? > |0+ G0 x)

#
ith X = +1- X -X,. i= =
w A j (n j) ( (j) (J-‘)) » J l.o--.n (X(')-o)
For x(l).x{z);...,x(n), the ynordered i.i.d. nonnegative
r.v. X,. xz,...,xn with positive mean are exponentially distributed

. f % % .
If and only if x,,xz,...,xn are j.i.d. r.v. exponentially distribu
ted.

The E transformation.- This changes an ordered uniform sample Into

an unordered uniform sample with new values.

% & %
2y 2y ) *[Ef 207

with Z* = (Z(j) / Z(j_'_‘))j ’ j=lno.-.n (Z

J (n+l)§l)
For z(‘),z(z),...,z(n), the unordered i.i.d. r.v.
& 2 *
2’,21,...,2n are U(0,1) if and only if Z',Zz.'...,zn are i.1.d. r.v.

u(o,1).

:4 Another two transformations which are obvious character!;l

tions will be needed.

. The 1 transformation.- This takes a uniform sample into a ncw

uniform sample by substracting each value from 1.

. -.s..




S

% &
» (z7,27,...,27)
1’72 n

Ll

(zl'zz’...’zﬂ) -

&
z. = , - Z » = ¢ o ey .
with j j J=1, n

The R transformation.- This takes an exponential sample to a new

sample by reversing the indexing of the original values. The new

sample therefore has the same values as the old.

* % E3
(Xl.Xz.---.Xn) +EJ-> (xl,xz,...,xn)

with X. =X ’ J=1,...,n

The K transformation.~ The K transformation is equivalent to first

using N and then using J. Thus K, like J,transforms into n-1

ordered uniforms, and we write symbolically K = J o N

By construction K is an invariant characterization whereas

J is onlya characterization. The power studies reported by Seshadri,
Csorgo and Stephens (1969) for a wide variety of uniformity tests
that follow the transformation, show the clear superjority of K.
Moreover, it is also noted that J produces, for some alternatives,
transformed values that are more evenly spread in the unit interval
than if they were uniformly distributed; these are called superuni-
forms, and arise for example, when J maps samples from a half-normal

distribution. J and K are connected with a uniforms-to-uniforms

procedure first critically examined by Durbin (1951) and called G

By Y - - Zrasm - Ry A . c—— —
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by Seshadri,CsdrgS and Stephens (1969). Both G and E have the
property that they transform superuniforms into a set which is

more clustered, and more likely to be detected by usual) tests of

uniformity.

The CPIT transformation C.- In O'Reilly and Quesenberry (1973) a

transformation is proposed that produces (n-1) unordered uniforms

Z’,Zz,...,Zn_;l from n unordered exponentials xl,xz,;..,xn. The aim
of such a transformation is to change the proSlem of testing
exponentiality to that of testing uniformity. In that paper,

the general CPIT procedure is given and is illustrated for several
families. It is not shown that the procedure yields a characterl-
zation in general, and due to its construction, it is not an

invariant procedure. For the exponential case, the CPIT traans-

formation is given by

(xl,xz,...,xn) +lc b (zl,zz,...,zn_,)

J ‘.
with 2y =1 - (X)) % x)371 L Je2,..0,n

i=1

and it can easily be seen that this is the composition

C=10EoJ. Hence for the exponential case C yields

@ characterization which is not invariant.

-7-
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The Wang and Chang transformation W.~ Recently, Wang and Chang'

(1977) have proposed the use of a characterization of the exponen

tial distribution, by means of a transformation W to a uniform

sample given by

(X eex) Sfvhb 2z Lz, )
. o1
with 2, = { ( i X‘)'I (JZ X.) }j y jJ=1,...,n-1
J i=1 j=1

It is easily seen that VW = £ o J, and again is a charac
terization which is not invariarnt (Wang and Chang (1877), give an

Independent proof of the characterization).

3. An _invarfant CPIT. The idea behind the CPIT procedure is to

apply tﬁe multivariate transformation due to Rosenblatt (1952) to
the conditional distribution of the sample given the minimal suf-
ficlent statistic S for the family under consideration. 1In that
way a set of Independent uniforms is obtained. Since Rosenblatt's
transformation requires absolute continuity of the multivariate
dlstriﬁution and since the conditional distribution of the whole
samplé given S is necessarily singular, onc is forced to seck the
maximum number of terms in the sample for which their conditional
distribution given S is absolutely continuous (2lmost surely). In

that way one gets the maximum number of unifornms.

-8 -




If in this procedure, instead of considering the conditional

distribution of Xl,Xz....,Xn (the sample) given S, we actually consider
the conditional distribution of X(l).X(z),...,X(n) given S, then the
resulting transformation will be jnvariant. This procedure will be

refcrred to as the invariant CPIT (ICPIT).

In what follows the ICPIT is worked out for the exponential
case. Many of the attractive properties that are found in dealing with
this case are due to the features of the exponentfal distri-
bution. Nevertheless, the procedure outlined could prove useful in

other cases as well, and other families are currently being studied.

In order to apply Rosenblatt's transformation to the condi-
tional distribution of as many order statistics as possible while
retaining absolute continuity, it is proposed that this maximum number

should be n-1, just as in the ordinary CPIT.

n n
Let S stand for I Xi, and also let S(l) stand for I X(i),
=1 i=2

n
S(z) for L X(i), etc. S is in this case the minimal sufficient
i=3

statistic.

Suppose that the conditional distribution of x(l),x(z),....x(n_
evaluated at X(,)%(2)" " X (n-1) given S is absolutely continuous

a.s., and decnote ft by ;not(l).x(z).---.x(n_l))-

..9-




Applying Rosenblatt's transformation in this conditional

setting, requires the computation of the marginal and conditional

ibutions, F L \
distributions, n(x(l)). ﬂ(x(z)lX(l)). 'F"(x(n_,)|x(x).-~--x(n-zy
which are afterwards used to produce the independent U(0,1) trans-

forms, Z =Fa(x ) , zz=rn(x(z)lx(l)),.... zn_‘=Fn(x(n_,):x(l).....

X(n-2)) -

If all of the conditional distributions and the marginal
distribution employed arc absolutely continuous a.s., then the joint
?n(x(l),...,x(n_l)) is absolutely continuous a.s. and viceversa, so

it will suffice to verify the absolute continuity a.s., of the (n-1)

proposed distributions.

?n(x(1)) may be computed directly or by means of Bayes'
formula since the conditional distribution of X( ) given S can be
1
expressed In terms of the conditional distribution of S given X(l),

and the distribution of S, and these are well known. After doing

the algebra we have

0 ‘f X()) <°
n-1 .
Fn (X(’)) = 1 - (1"ﬂx(l)/5) if x(‘) € (O.S)
1 if & S

*(1)




thus ZI= 1- (1—nx(l)/S)n-'. The next step is to obtain

En(x(z)lx(’)), which is P[X(z)'< X (,) |S,X(’)] evaluated at
X(‘)-x(l). Note that knowledge of S and X(’) is equivalent to

(x)

know]edge of § and X(’)', thﬁs ED(X(I)'X(I)) is

< () N
PIX(z) X(z)'s ,X(l)] evaluated at X(l) X(i).

Given X(l). the other observations x(z),x(’),....x(n) are
distributed as an ordered sample of size (n-1) from an exponential
with origin X(l); thus one can obtain easily

PIX, < x IS(‘) X, 1 =

(2) (2) *2 (1)

- - (1) (.. )
= PIX )Xy Sx) %y 1 ST mnx X 0)

the above consideration yields

rv if x -X <0

(2) () () 5
Frlx(yylxpy)=g 101 (o) (xgymx g ST - (nmtdx ) T
if X(z)".X(l) [ (O,S(,)‘(n"‘)X(l))

1 elsewhere;
-

thus, 2 = l-(l:(n-l)(x(!)-x(l’/(s(’)-(n-l)x(l)}]"-2.

- 11 -
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For the computation of F tovi
P n(x(z)[x(‘),x(z)), the Markovian
property of the order statistics and the fact that knowledge of

(2)

S:X(y) 2nd X(y) Ts equivalent to that of ST0,X()) and X ). yield

the following result;
Ealxylx(yox()) Bs PLx )< xey I8 X0 y.%0 ]

evaluated at X(‘)V=X(x), X(z)BX(z). But P[‘X(3)< X(s)ls,X(l),X(z)]

is equal to P[X(3)< x(J)IS(z),X(l),X(z)], and given X(z), X(l) is

independent of X( ) and S 2 » therefore

3

(2) . (2)
PEX()yS x( ) 18750, X)X g1 = P ySxp g sP20,x0 41 aus.

Now, in order to compute this last conditional distribution

we observe that given X(z), the set X(s).X(“),...,X(n) is distributed

as an ordered sample of size (n-2) from an exponeptial distributio

with origin X(z) so the previous approach is repeated.

By extending these results, we have the following

Theorem for j=1,2,...,n-1, the r.v.

-

n=}

‘ I'(n‘j+l)X(j)/(x(j)+---*x(n)) }
k "(ﬂ"j'l")X(j_,)(x(j)*'o .~.+X(n))}

=
where X(o) 1]

- 12 -
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are 1.i.4. U(0,1) if x(l).x(z).....x(n) are ordered exponcntials.

It can now be seen that the ICPIT can be written as the

composition of previous characterizations: ICPIT =1 o E o J o R o N.

Comment.- Recall that K=~ Jo N, W=EoJandC=10EodJ, and
define also M = J o R o N. If in subsequent tests for uniformity

we use test statistics which give the same value for a set Zi as for
the corresponding set 1 - Zi' it is clear that C is equivalent to

VW =EoJ( i.e. will give the same values of the test statistics)
and ICPIT is equivalent to E 0 J o R o N. The test statistics used
below, based on the empirical distribution function, have this
property. Note also that since R simply indexes exponentials in
reverse order, and does not give new values, me might expect X and M to
have the same power properties. The step E which appears in the C
composition will have the property th;t it takes superuniforms,

which can sometimes be produced by J, into samples which would be
declared significant using the usual (upper) tail of the test
statistics. Thus we do not have to. guard against the possibility

of superuniforms as Seshadri, Csdrgd and Stephens (1969) found
necessary with J alone. On the other hand, E might sometinmes take

non-uniform samples into more evenly spaced observations, thus

weakening the test, 2nd we might find ICPIT, for some alterna-
tives, giving a2 sample which is not so easily detected for non-

uniforms as M, or its equivalent K.

- 13 -




h., Power Studies. These points have been cxamined by extensive

power studies, using C, ICPIT and M. After the samples were

taken from the alternatives listed, the statistics used for testing
uniformity were the Cramér-Von Mises W2, Watson U?, Kolmogorov-
Smirnov D, Kuiper V and Anderson-Darling A2. Tables 1 and 2 give result:
one fqr sa@ple size n=10 and the second for n=20, both with tests

of size a=0.10. These should be compared for J and K given by

Seshadri, Csorgo and Stcphens (1963), and more extensive tables

for K alone given by Stephens (13978).

Comments.- (a).- The presence of E after J in C does give upper tail

significance for the samples frco the half normal distribution where
J alone gives superuniforms, as was conjectured above. C is stilf
not as powerful in this case as J, using the lower tail of the test
statistic, but it must be emphasized that one would not know that
the lower tail is nzeded, so that C is to be preferred to J. (b) -
As conjectured, M gives results very close to those given in
Stephens (1978) for K for a wide range of alternatives. (¢) - In
general M (or K) give results a little better than I1CPIT, which
overall is better than C; in other words the tranformation related
to JICPIT which gives ordered uniforms is preferred to ICPIT which
gives unordered uniforms. (d).- K {s therefore justified agafn as

an effective chdracterization, and the ICPIT, which reproduced K , is

- 14 -




shown to provide a systematic approach to invariant characterizatfons.

Unfortunately, for most families, the ICPIT will be difficult

computationally; we hope that this work will stimulate further

research into the general problem of finding invariant characterizations.
This work was partly supported by the National Science

and Engineering Research Council of Canada, and partly by the U.S.

Office of Naval Research, Contract No. N000L4-76-C-0475.
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